Recognizing Pornographic Images using Deep Convolutional Neural Networks
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Abstract—In this paper, we propose to use deep convolutional neural network (CNN) architectures, namely the deep residual networks (ResNet), the GoogLeNet, the AlexNet, and the AlexNet architectures, for pornographic image dataset. Also, the local descriptors, namely the local binary patterns (LBP), the histogram of oriented gradients, and the scale invariant feature transform (SIFT) combined with a support vector machine (SVM), a multi-layer perceptron (MLP), or a K-nearest neighbor (KNN) techniques are proposed. Additionally, a bag of visual words (BOW) and the BOW using extracted HOG features (HOG-BOW) are compared. To classify the pornographic images, we compare the CNN architectures to well-known local descriptor techniques combined with the SVM, the MLP, and the MLP methods. Experimental results indicate that the ResNet architecture yields higher accuracies than all other approaches.

Index Terms—pornographic classification, deep convolutional neural network, deep residual networks, local descriptor technique, bag of visual words

I. INTRODUCTION

Most research in image classification has focused on applications such as a face, object, scene, plant, animal, character, and even pornographic recognition [1]–[3]. In pornographic image recognition, image processing and machine learning techniques are proposed to use. Due to the image processing techniques, most of the pornographic image recognition researches, the human skin, called a region of interest (ROI), is first extracted from the whole image. In this process, the RGB color space is converted into HSV and YCbCr color spaces to extract the skin color [4]–[6]. In [4], the ratio value between the ROI and the whole image region calculated and decided as the pornographic image when the ratio is more than the threshold value. The threshold set to 50% and the accuracy result of the YCbCr and the HSV color space achieved a 76.25% and 77.5%, respectively. Wijaya et al. [7] presented a fusion of scale variant descriptor to extract the ROI, and a principal component analysis is used to reduce the feature vector. Then, matching the ROI with the training set using the nearest neighbor approach. This technique obtained an accuracy of 80%.

As for the machine learning technique, in [5], the color image is converted into YCbCr color space. Two feature extraction techniques including color-based and texture-based features are extracted a feature vector from the ROI. Hence, the results show that the combination of color- and texture-based features combined with a support vector machine (SVM) technique obtain more than 96%.

Contribution: In this paper, we evaluate the performance of 16 different techniques on a TI-UNRAM pornographic image dataset [7], [8]. The use of existing deep convolutional neural network (CNN) architectures (ResNet, GoogLeNet, and AlexNet) and a bag of visual words method are presented. In addition, this paper is combining three well-known local descriptor methods, called the local binary pattern (LBP) [9], the histogram of oriented gradients (HOG) [10], and the scale invariant feature transform (SIFT) [11] with three machine learning techniques include the SVM [12] using RBF kernel, multi-layer perceptron (MLP), and k-nearest neighbor (KNN). In deep learning, the results have shown that the ResNet architecture [13] are competitive when compared to the other deep CNN architectures. Furthermore, the results also show that the local binary pattern (LBP) when combined with the SVM using the RBF kernel, has obtained an accuracy of 87.80%, which is slightly lower than the ResNet architecture.

Paper outline: The remaining parts of the paper is organized as follows: In Section II, the pornographic image recognition approaches are described. In Section III, experimental settings and the results are presented. Finally, a conclusion and future work is given in Section IV.

II. PORNORAPHIC IMAGE RECOGNITION METHODS

We will explain in this section the deep residual networks (ResNet) [13] and the local binary patterns (LBP) [9] with support vector machine (SVM) [12], which are used as image recognition methods.

A. Deep Residual Networks (ResNet)

ResNet architecture has very deep network [13]. It has shown good performance in many image recognition such as Hanja Chinese character [14], gastric pathology image [15].

He et al. [13] proposed a novel architecture called shortcut connections, the shortcut directly uses the input of the previous layer to the next output and sum the output in ReLu activation function. In [13], the deep ResNet architecture is proposed
with a depth of 18, 34, 50, 101, and 152 layers on the ImageNet dataset. The ResNet-152 architecture is deeper 22 and 7 times than AlexNet [16] and GoogLeNet [17] architectures, respectively. The results on the ImageNet dataset show that the top-5 error rate decreases from 15.3% [16] to 3.6%.

Actually, the plain network (see Fig. 1(a)) uses in many deep learning such as VGGNet [18]. This network, however, the error increases when adding more layers. In the ResNet architecture, a building block as shown in Fig. 1(b) is proposed to due with the deeper layers.

B. Local Binary Pattern with Support Vector Machine (LBP-SVM)

Local Binary Patterns (LBP) is a non-parametric feature method and first proposed by Wang and He [19] for texture classification. In [19], a texture spectrum method computed 8 neighbor pixels in a $3 \times 3$ neighborhood. Consequently, in [9] improved the performance of the LBP by use a two-level of the LBP. This method decreased the possible number of the texture units (TU) into $2^8 = 256$ TU. In the first level, the 8 neighbor pixels around the center pixel value are convert into 0 and 1 according to the threshold $T$. In this case, the center pixel value is defined as the $T$. The pixel value is assigned to 1 if the pixel more than $T$, otherwise, it assigns to 0. In the second level, thus, the 8 neighbor pixels are multiplied by the weights $(2^n, n = 0, 1, ..., 7)$ that given to the corresponding pixels. As a result, the values of the 8 neighbor pixels are summed and use as the texture unit. Nowadays, the LBP is applied to many applications such as face recognition [20] and character recognition [3].

Support Vector Machine (SVM) algorithm [12] has been applied to many image recognition problems. The SVM algorithm finds the maximizing margin between the separating hyperplane and the training data, called the optimal separating hyperplane. The training set is $(x_i, y_i), i = 1, ..., l$, where $x_i \in \mathbb{R}^n$ with corresponding labels $y_i \in \{-1, 1\}$. It can be split by the hyperplane $w^T x + b = 0$, where $w$ is the weight vector and $b$ is the bias. The optimal separating hyperplane obtains the largest distance to the closest positives $w^T x + b = +1$ and negatives $w^T x + b = -1$.

In this paper, we chose the radial basis function (RBF) kernel as a non-linear similarity function. The RBF kernel is defined by:

$$K(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2)$$  \hspace{0.5cm} (1)

The hyperparameters that need to be tuned in the SVM with the RBF kernel include the cost parameter $C$ and the gamma $\gamma$. The $C$ parameter has a significant effect on the decision boundary. It controls the width of the margin. The $\gamma$ parameter directly affects overfitting. This cause large $\gamma$ values to increase the number of support vectors.

III. EXPERIMENTAL SETTINGS AND RESULTS

In this section, we first briefly explain the pornographic image dataset and the experimental setups used for the dataset. After that the results are presented and discussed.

A. The TI-UNRAM Pornographic Image Dataset

In this research, we evaluate the deep CNN methods and compare with the other methods including local feature descriptors combined with machine learning technique and bag of visual words on pornographic image dataset called TI-UNRAM [7], [8].

The TI-UNRAM dataset was introduced in [7], [8] to evaluate pornographic recognition algorithms. This dataset includes two classes (pornographic and non-pornographic), the dataset is randomly divided 50% of the whole dataset into training and test set. In the non-pornographic images include random objects such as flower, cartoon, bridge, planet, animal, plant, natural scene, and even food. Some examples of non-pornographic images are shown in Fig 2. The dataset contains 685 pornographic and 715 non-pornographic images, in total 1,400 images. These images are also collected from the Internet using a download tool. Then, images collected in numerous pixel resolutions. All images in the dataset are in RGB color space. Some of the pornographic images that show in the challenge dataset comprise single, couple, and even triple persons. An overview of the TI-UNRAM pornographic image dataset and the number of image training data are described in Table 1.

In this dataset, mostly female appears in pornographic images. However, there is error occurred with this dataset.

---

Fig. 1: Illustration of the residual learning between (a) plain network and (b) a residual network.
Fig. 2: Some examples of non-pornographic images, (a) flower image, (b) cartoon image, (c) and (d) woman images of the TI-UNRAM dataset.

TABLE I: Overview of the TI-UNRAM pornographic image dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Color format</th>
<th>Number of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>TI-UNRAM</td>
<td>Color</td>
<td>1400</td>
</tr>
</tbody>
</table>

Here, some of non-pornographic men images (see Fig. 3(a)) labeled as the pornographic class. Although, some of the pornographic women images are not the pornographic image, however, it labeled as the pornographic class, see Fig. 3(d).

B. Experimental Setup

In the experiments, we used 2-fold cross validation according to [7], [8] to evaluate the performance of the different methods. We compute the average and standard deviation for evaluating the test performance of the deep convolutional neural network (CNN) architectures and the variants of local descriptors combined with the machine learning methods, and a Bag of visual words (BOW) technique on the TI-UNRAM pornographic image dataset. For the local descriptors and the BOW methods, the images are resized to 90 × 90 pixel resolution, and 256 × 256 pixels for the deep CNN architectures.

C. Experimental Results

In this section, we compare the deep CNN architectures, local descriptors combined with machine learning methods, and the BOW technique for the pornographic image dataset.

As mentioned in many research studies [1], [2], [21], the deep CNN approaches are always obtained a high accuracy performance when a transfer learning and data augmentation are applied. To compare the deep CNN with the other methods, in our experiments, we decided not to use the transfer learning and data augmentation.

The recognition results using deep CNN methods include accuracy and standard deviation are shown in Table II. According to the experimental results, if compare only the deep CNNs, the ResNet architecture outperforms the other deep CNN architectures. This approach has obtained an accuracy of 88% which is the best performance on the TI-UNRAM pornographic image dataset. Furthermore, the ResNet slightly better than the GoogLeNet. The ResNet architecture and other deep CNNs, however, takes a massive amount of time for computing for which the use of GPUs is necessary. We note that all deep CNNs experiments were carried out using the Keras with TensorFlow backend platform on a GeForce GTX 1050 Ti 4G GPU model.

Table III the experiments show when the local descriptors combined with the machine learning techniques; support vector machine (SVM), multi-layer perceptron (MLP), and K-nearest neighbor (KNN). The local binary pattern (LBP) outperforms the scale invariant feature transform (SIFT) and the histogram of oriented gradients (HOG) methods. Consequently, the LBP combined with the SVM (LBP+ SVM) obtain an accuracy of 87.80% which is the highest result when the local descriptor combined with the machine learning technique. Also, in [7] proposed a fusion descriptor on YCbCr color space (FD+YCbCr) method and obtained a recognition rate of 83.97% on the TI-UNRAM dataset. It is clear, that when compared the FC+YCbCr and the LBP+ SVM methods,
the LBP+SVM method has obtained more accurately.

IV. CONCLUSION

In this paper, we have presented a comparative study of local feature descriptors combined with machine learning techniques and a bag of visual words (BOW) to deep convolutional neural networks (CNNs) on the TI-UNRAM pornographic image dataset.

First, we proposed to use the local binary pattern (LBP), the histogram of oriented gradients, and the scale invariant feature transform as for the local descriptor methods. We combined these methods with three machine learning techniques; support vector machine (SVM), multi-layer perceptron, and K-nearest neighbor. The results show that the combination between the LBP and the SVM, called LBP+SVM outperforms the other combinations. The LBP+SVM method also gives a better result than the BOW method.

Second, three deep CNN architectures include the ResNet, GoogLeNet, and AlexNet architectures are compared. However, in many researches show that a transfer learning and a data augmentation obtained the highest results on the image classification. For this reason, to make a fair comparison, the transfer learning and the data augmentation are not performed on the deep CNN experiments. The deep CNN results have also shown that the best recognition accuracy is the ResNet, GoogLeNet, and AlexNet, respectively. The results show that the ResNet architecture obtains the best results. Finally, the ResNet architecture which is the best result in our experiment, also slightly higher than the LBP+SVM.

In future work we want to improve the result of the deep convolutional neural network (CNN) by using transfer learning [21] and data augmentation [1], [22]. We also consider the deep learning approach that requires less memory usage and a decrease in training computing time.
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