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Modern deep learning models are designed 
based on artificial neural networks.

https://builtin.com/machine-learning/what-is-deep-learning
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Neural Network
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LeCun et al., "Backpropagation Applied to Handwritten Zip Code Recognition," in Neural 
Computation, vol. 1, no. 4, pp. 541-551, Dec. 1989, doi: 10.1162/neco.1989.1.4.541.

LeCun et al. (1989)
“A single network learns the 
entire recognition operation, 
going from the normalized 
image of character to the final 
classification.”



48TH STT 6
LeCun, Y., Bottou, L., Bengio, Y. and Haffner, P. 1998. Gradient-Based Learning Applied to 
Document Recognition. IEEE. 86, 11 (1998), 2278–2324. 

LeCun et al. (1998) proposed a convolutional neural network called LeNet5.
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Krizhevsky, A., Sutskever, I., Hinton, G. 2012. ImageNet Classification with Deep 
Convolutional Neural Networks. Advances in Neural Information Processing Systems 25 
(NIPS 2012)

AlexNet
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Krizhevsky, A., Sutskever, I., Hinton, G. 2012. ImageNet Classification with Deep 
Convolutional Neural Networks. Advances in Neural Information Processing Systems 25 
(NIPS 2012)

AlexNet

ILSVRC. There are roughly 1.2 million training 
images, 50,000 validation images, and 
150,000 testing images. 
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Simonyan, K. and Zisserman, A. 2014. Very Deep Convolutional Neural Networks for Large-
Scale Image Recognition. International Conference on Learning Representations (ICLR). 
Screen Shot 2565-11-28 at 10.49.24

VGG
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Simonyan, K. and Zisserman, A. 2014. Very Deep Convolutional Neural Networks for Large-
Scale Image Recognition. International Conference on Learning Representations (ICLR). 
Screen Shot 2565-11-28 at 10.49.24

VGG
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International Conference on Learning Representations

• In typical deep learning, the 
model converges to a minimum 
at the end of the training.

Goal 



48TH STT 12

• The objective of training the 
deep learning model is to find 
minimum training loss/error.

https://machinelearningmastery.com/learning-curves-for-diagnosing-machine-learning-
model-performance/

minimum training loss 
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• Overfitting problems appear 
when the model has a high 
variance. The model performs 
well on the training set but does 
not perform accurately in the 
validation/test/evaluation/ 
unseen set.
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• The simple way to avoid the 
overfitting problem is to stop 
training the model earlier, called 
early stopping.

https://www.kaggle.com/code/ryanholbrook/overfitting-and-underfitting

Starts overfitting

Not minimum 
training loss
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Do we need a ton of training data 
to train deep learning models?
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Your dataset

Scratch Learning

Train deep learning 
model

Pawara, P., Okafor, E., Surinta, O., Schomaker, L.R.B. and Wiering, M.A. (2017). Comparing 
Local Descriptors and Bags of Visual Words to Deep Convolutional Neural Networks for 
Plant Recognition, in Pattern Recognition Applications and Methods (ICPRAM), The 6th 
International Conference on, 479-486.

Number of Iterations: 50,000 
epochs

AlexNet and GoogLeNet  achieved with an accuracy 
of 89.53% and 93.33%.

Pawara et al. (2017) trained the deep learning models 
on the Agriplant dataset, which has 2,400 training 
images.
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Transfer Learning

Pretrained model

Your dataset

Train and fine-tune 
a model

ILSVRC. There are roughly 1.2 million training 
images, 50,000 validation images, and 
150,000 testing images. 

1.2 million training images
2,400 training images

Number of 
Iterations: 20,000 
epochs

AlexNet and 
GoogLeNet  achieved 
with an accuracy of 
96.37% and 98.33%.
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Pawara, P., Okafor, E., Surinta, O., Schomaker, L.R.B. and Wiering, M.A. (2017). Comparing 
Local Descriptors and Bags of Visual Words to Deep Convolutional Neural Networks for 
Plant Recognition, in Pattern Recognition Applications and Methods (ICPRAM), The 6th 
International Conference on, 479-486.
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Learning Rate

Which graph is the best learning rate tuning?
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Learning Rate

It takes so much time to 
converge to a minimum.

Sometimes it never converges to 
a minimum.

The training loss jumps to a 
minimum relatively fast.

0.0001
0.000001 0.1
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Optimizers

https://towardsdatascience.com/optimizers-for-training-neural-network-59450d71caf6

• Gradient Descent
• Stochastic Gradient Descent (SGD)
• Adagrad
• AdaDelta
• Adam
• RMSProp
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Optimizers & Learning rate

Noppitak, S. and Surinta, O. (2021). Ensemble Convolutional Network Architectures for 
Land Use Classification in Economic Crops Aerial Images. ICIC Express Letters, 15(6), 531-
543.

Aerial images
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Chompookham, T. and Surinta, O. (2021). Ensemble Methods with Deep Convolutional 
Neural Networks for Plant Leaf Recognition. ICIC Express Letters, 15(6), 553-565.

Optimizers & Learning rate
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Cross-validation
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Enkvetchakul, P. and Surinta, O. (2022). Effective Data Augmentation and Training 
Techniques for Improving Deep Learning in Plant Leaf Disease Recognition. Applied 
Science and Engineering Progress, 15(3), 3810.

Examples of the (a) leaf disease images and samples of data 
augmentation images using (b) rotation, brightness, (d) sift, (e) zoom, 
(f) rotation+shift, (g) rotation+zoom, (h) shift+zoom, (i) 
rotation+shift+zoom, (j) cutout, and (k) mixup techniques.
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Combination

Enkvetchakul, P. and Surinta, O. (2022). Effective Data Augmentation and Training 
Techniques for Improving Deep Learning in Plant Leaf Disease Recognition. Applied 
Science and Engineering Progress, 15(3), 3810.
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Noppitak, S. and Surinta, O. (2021). Ensemble Convolutional Network Architectures for 
Land Use Classification in Economic Crops Aerial Images. ICIC Express Letters, 15(6), 531-
543.



48TH STT 28

AlexNet

Average outputs from 7CNNs
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Chompookham, T. and Surinta, O. (2021). Ensemble Methods with Deep Convolutional 
Neural Networks for Plant Leaf Recognition. ICIC Express Letters, 15(6), 553-565.

• Majority vote
• Unweighted average
• Weighted average
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Chompookham and 
Surinta. (2021)

Noppitak and Surinta (2021)
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Saichua, P. and Surinta, O. (2022). Comparative Study between Ensemble and Fusion 
Convolutional Neural Networks for Diabetic Retinopathy Classification. ICIC Express 
Letters, 16(4), 401-408.
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Puangsuwan, T. and Surinta, O. (2021). Enhancement of Plant Disease Classification Based 
on Snapshot Ensemble Convolutional Neural Network. ICIC Express Letters, 15(6), 669-
680.

Learning rate schedule

Snapshot

Ensemble
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Huang, et al. (2017). Snapshot Ensembles: Train 1, get M for free. 
International Conference on Learning Representations
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Noppitak, S. and Surinta, O. (2022). dropCyclic: Snapshot Ensemble Convolutional Neural 
Network Based on a New Learning Rate Schedule for Land Use Classification. IEEE Access, 
10, 60725-60737.

Drop Cyclic Cosine  
Learning Rate Schedule
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• There are many methods to improve the performance of deep 
learning models, such as tuning the hyperparameters (learning rate, 
optimization algorithms), increasing the number of training data, 
generating new data based on existing data, etc.

• However, the deep learning model will face the overfitting problem 
that it always obtains high accuracy performance and worsens when 
used in the real world.




