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Image Captioning

–An image caption is a technology at the intersection 
of computer vision and natural language processing 
(NLP). 

– It is used for generating a sentence that describes the 
content information in an image. 

– This technology is very challenging due to the complexity 
involved in learning spatial and semantic features from 
images and then creating a descriptive text distribution. 

Source: https://arxiv.org/abs/2201.12944
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Attention-based Methods

–The methods that fall under the attention-based category 
utilize attention mechanisms to emphasize the most 
relevant parts of the input image when generating 
captions. 

–The attention mechanism in an encoder-decoder 
framework is typically used in machine translation. 
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A Taxomony of Attention Types
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Source: https://arxiv.org/abs/2204.07756



Visual Attention Mechanism
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Source: https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8843891



Flickr8K Dataset
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Show, Attend and Tell: Neural Image Caption 
Generation with Visual Attention

Image Captioning 9

Source: https://arxiv.org/pdf/1502.03044.pdf



Examples of attending to the correct object 

Image Captioning 10



Image Captioning 11

Examples of mistakes where we can use attention to gain 
intuition into what the model saw. 

Source: https://arxiv.org/pdf/1502.03044.pdf
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- A woman is holding a donut in his hand. 
- A woman holding a clock in her hand. 

Source: https://arxiv.org/pdf/1502.03044.pdf



BLEU-1,2,3,4/METEOR metrics compared to other methods 
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Image Captioning based on Feature Refinement and 
Reflective Decoding
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Source: https://arxiv.org/pdf/2206.07986.pdf
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Beam Search
– Beam search is a heuristic search algorithm that explores a 

graph by expanding the most promising node in a limited 
set.

– Beginning from the start state in some search space, the 
possible successor states are generated and keep only the 
“best” k candidates. 

– Then generate all the successors for those k states, again 
keep just the top k among these options, and so on. When 
the search is over, the best solution found so far.
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Source: https://builtin.com/software-engineering-perspectives/beam-search#

https://builtin.com/software-engineering-perspectives/beam-search
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https://towardsdatascience.com/foundations-of-nlp-explained-visually-beam-search-how-it-works-
1586b9849a24
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Then chooses the 
sequence that has the 
highest combined 
probability to make its 
final prediction.



Towards Explanatory Interactive Image Captioning using Top-
Down and Bottom-Up Features, Beam Search and Re-ranking
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Image with caption generated using our 
approach: “a group of people riding on top of 
an elephant” 

Source: https://link.springer.com/article/10.1007/s13218-020-00679-2



Caption generation with 
augmented visual attention
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Image Captioning via a Hierarchical Attention 
Mechanism and Policy Gradient Optimization

–The hierarchical attention mechanism 
consists of two parts:

– Spatial attention mechanism corresponds to 
global CNN features 

– Local attention mechanism which corresponds 
to object features.
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Source: https://arxiv.org/pdf/1811.05253.pdf



Hierarchical Attention Mechanism
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Code

– https://shorturl.at/cBVX9 (Using the model)

– https://shorturl.at/ahmxz (Training the model)

– https://shorturl.at/akqFL (Fused-CNN)
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https://shorturl.at/cBVX9
https://shorturl.at/ahmxz
https://shorturl.at/akqFL


Thank you for your attention
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