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Abstract. Humans often encounter text in natural scenes daily, such as on traffic signs,
billboards, and walls. From a computer vision perspective, two main learning paradigms
(text detection and text recognition) are most commonly explored for localizing and pre-
dicting text in natural scenes. However, many traditional computer vision algorithms for
text recognition in natural scenes struggle with prediction accuracy due to variations in
font styles, colors, blurriness, and text distortion. To address these challenges, this paper
proposes a text recognition architecture that employs a fusion of multimodal contexts (vi-
sion and language models) trained on a multi-language video subtitle dataset, aimed at
recognizing text (English letters and Arabic numbers) from video frames (scene images).
To achieve this goal, the vision model was developed using a convolutional recurrent neu-
ral network (CRNN) integrated with a connectionist temporal classification decoder for
feature extraction and text prediction. The language model was created using a sequence-
to-sequence model (bidirectional gated recurrent unit: BiGRU) that learns text sequence
representations and produces readable text output. The resulting proposed fused modali-
ty, known as Fusion-based CRNN with Sequence-to-Sequence (Fusion-CRNN+Seq2Seq),
is used for recognizing text from images. The proposed method outperforms all other ap-
proaches and achieves the lowest character error rates of 1.36 and 1.22 based on different
BiGRU network configurations.
Keywords: Convolutional recurrent neural networks, Connectionist temporal classifi-
cation, Vision model, Language model, Sequence-to-sequence, Character error rate, Text
recognition

1. Introduction. In recent years, text recognition has gained significant interest from
academics and industries due to its high performance [1]. Although optical character
recognition (OCR) systems have demonstrated high performance, they are primarily ef-
fective with printed text. Current OCR systems might cause damage to the text from
natural scenes because the existing OCR system is appropriate for text in documents [2].
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In computer vision tasks, recognizing the text from natural scenes is challenging due to
the diversity of font types, sizes, styles, colors, blurriness, distortion, and text blending
with the background. The performance of the text recognition framework could be nega-
tively impacted by these factors [3,4]. A broader aspect of this article will investigate the
applicability of deep learning technology for text recognition (reading text from images).
Recurrent convolutional neural networks (RCNNs) and search algorithms, such as con-

nectionist temporal classification (CTC) and beam search, have been proposed to address
the problem of long text sequences in modeling of many languages [5]. The CRNN mod-
el is not effective for processing text images that are highly diverse in font sizes and
styles, irregular, and have low-quality images [6]. Nonetheless, the output of the existing
methods is not entirely accurate. Language models are now frequently utilized in natural
language processing (NLP) research to analyze language patterns for predicting words,
summarizing text, and correcting spelling [7-9]. Hence, applying language models, such
as spelling correction, can enhance text recognition performance. Spelling correction can
provide automatic detection and correction of text errors [10].
Researchers have proposed a CRNN framework for text recognition. Singkhornart and

Surinta [11] combined the VGG19 architecture with a long short-term memory (LSTM)
network (CNN-LSTM) to recognize multi-language text from video subtitles. The frame-
work resized input images from 224×224 to 32×379 pixels to fit subtitle images, modifying
the input resolution of VGG19 while retaining its feature map layers. It utilized two bidi-
rectional LSTM (BiLSTM) layers before the dense layer. A softmax function and a CTC
loss function were applied to generating text output. [11] reported a character error rate
(CER) of 9.36 on the video subtitle dataset by integrating VGG19 and BiLSTM in the
CNN-LSTM model. Moreover, Gonwirat et al. [5] proposed a Fusion-CRNN model by
merging two CNN architectures with recurrent neural networks. Their approach ensures
the feature map sizes match both CNNs by using additional operations. Input images
were resized to 64× 755 pixels to accommodate increased information in the input layer.
The softmax activation at the terminal layer computes output probabilities, which are
then processed by the word beam search (WBS) algorithm to find the optimal path. The
Fusion-CRNN achieved a character error rate (CER) of 5.29 on the video subtitle test set.
However, when decoded using the CTC algorithm, the Fusion-CRNN framework yielded
a CER of 5.33.
Zhuang et al. [2] combined vision and language models through a text-level strategy

paradigm called the TextCLR architecture. This model integrates vision and language
feature maps using a gated mechanism to generate text output. The vision model em-
ploys residual network (ResNet) and transformer architectures to extract informative
visual features. Additionally, position attention modules compute features into character
probabilities, while a bidirectional cloze network (BCN) is used for language process-
ing. The effectiveness of the TextCLR model was demonstrated using synthetic datasets.
Evaluations on four datasets – ICDAR2013 (IC13), ICDAR2015 (IC15), Street View Text
(SVT), and Street View Text Perspective (SVTP) – showed recognition accuracies of
97.7%, 85.0%, 93.8%, and 89.3%, respectively. Also, Lertpiya et al. [10] proposed a two-
stage error correction system to detect and correct spelling errors in the Thai language.
Their system uses a neural-based method to rectify Thai spelling errors. In the error
detection stage, a BiLSTM and binary sequence tagger, comprising embedded word and
character layers, identify error segments in the text. The error correction stage employs a
sequence-to-sequence (Seq2Seq) neural network to correct the errors. This approach sig-
nificantly reduced the word error rate (WER) from 2.51 to 2.07, demonstrating improved
accuracy in Thai text.
We have discussed the limitations of the related work. Singkhornart and Surinta [11]

faced resolution issues due to image resizing, which can lead to information loss and
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reduced text recognition accuracy. Gonwirat et al. [5] encountered increased computa-
tional time and memory usage due to resizing, the complexity of integrating two CNNs
with RNNs, and variability in character error rates depending on the decoding methods.
Zhuang et al. [2] experienced model complexity from integrating multiple advanced com-
ponents and potential performance variability with real-world data, as their results are
based on synthetic datasets. Lertpiya et al. [10] presented a Thai language-specific error
correction system that may not generalize well to other languages and could be limited
by the effectiveness of its error detection and correction processes.

Given these limitations, we integrate Seq2Seq models into the multimodal fusion of
CRNNs to enhance text recognition performance. This approach improves contextual
understanding, allows for dynamic output generation, facilitates effective error correction,
and ensures integrated end-to-end learning. Consequently, this integration is expected to
yield more accurate and contextually relevant results.

The contribution of this paper is to investigate the framework that enhances the perfor-
mance of text recognition tasks from text images. The proposed framework includes two
main models: the vision and language models. In the vision model, we first propose the
Fusion-CRNN model to extract sequential visual features and employ the CTC encoder
to find the best text output. Second, we utilize the Seq2Seq language model to spell the
text when the text output is inaccurate. The proposed method (Fusion-CRNN+Seq2Seq)
outperforms all other approaches and yielded the least character error rate (CER) of 1.36
and 1.22 based on different BiGRU network nodes when evaluated on the subset of the
video subtitle dataset.

This paper is organized in the following way. Section 2 presents the proposed Fusion-
CRNN+Seq2Seq architecture that factored a bidirectional gated recurrent unit (BiGRU).
Section 3 presents the experimental setup and results obtained. The conclusion and areas
for future work are described in Section 4.

2. Multimodal Fusion of CRNN and Language Models Framework. We propose
a text recognition framework integrating two modalities (vision and language models) to
create a robust system for extracting text from images. The primary goal of this framework
is to build a robust text recognition system that addresses the challenge of extracting text
from images exhibiting any of the following properties: variations in font styles, colors,
blurriness, and distortion of the text embedded in signs. To achieve this goal, given a text
image as the input, the vision model is employed to extract deep features and learn the
feature representation before computing output probability distributions. Furthermore,
the language model relies on the output probabilities from the vision model, which serve as
input to the language learning algorithm. The end goal of the language model is to learn
rich language feature representations and produce readable text output. The proposed
text recognition framework is shown in Figure 1.

Figure 1. Illustration of the fusion convolutional recurrent neural network
and language model framework for text recognition
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2.1. Vision model. For the vision model, the text images are directly fed into VGG and
ResNet models, which combine the robust deep features using a concatenation operation.
These combined features are then sent to the BiGRU network to generate the output
probabilities before encoding the text output using the CTC decoder. In this context, t0,
t1, t2 and t3 represent the individual time steps in the sequence of output probabilities
generated by the vision model. At each time step, the vision model produces a probability
distribution over the possible characters in the text sequence.
We briefly explain the vision model in the proposed framework as follows. The vision

model is the combination of the Fusion-CRNN architecture and CTC encoder. For this,
text images were passed as input to two CNN architectures (VGG-s2 and ResNet-s2)
which are the backbone of our method and were used for performing feature extractions.
Note that the fully-connected and softmax layers from the original VGG [12] and ResNet
[13] were removed from the respective CNN architectures. Hence, the resulting CNN
architectures are fused with an additional operation. Second, we added two bidirectional
gated recurrent unit (BiGRU) layers and a softmax function to the architecture to generate
the output probabilities. Finally, the CTC encoder was connected to the architecture to
learn the output probabilities and generate the optimal text output.
VGG-s2 and ResNet-s2. The VGG-s2 and ResNet-s2 earlier reported by Gonwirat et

al. [5] are the backbone feature extractions from the text images. In this experiment, the
input layer was transformed to a spatial resolution of 64 × 755 pixels to accommodate
the text images existing in rectangular shapes. For the VGG-s2, we modified the VGG-
s2 based on VGG19 architecture. The VGG-s2 architecture has a consistent number of
weight layers in each block and feature maps in each weight layer when compared to the
VGG19 architecture. Furthermore, only the stride parameter was set as two (s2). For
ResNet-s2, we also created ResNet-s2 based on the ResNet50 architecture. We reduced
the convolutional blocks from five to three blocks, resulting in 23 weight layers. Moreover,
we adjusted the stride parameter to two strides. We employed additional operations: a
type of fusion strategy that merges two or more CNN architectures while removing the
last layer of CNN architecture and combining the terminal feature maps of the two CNN
architectures to create new feature maps [14], while factoring in the generation of the
feature map of the exact dimensions.
Recurrent neural networks (RNN). We provide a brief introduction to two RNN net-

works (BiLSTM and BiGRU) that were used in the experiments. The BiLSTM and Bi-
GRU are RNN architectures that address the weakness of the original RNN network by
learning long-term sequence patterns or long-term dependencies in given sequential da-
ta [5,11]. For the BiLSTM, the advantage of using a BiLSTM network is its ability to
effectively learn and memorize a growing number of long-term sequence patterns. The
BiLSTM consists of a memory cell for retentive capability and three gating mechanisms:
an input gate, an output gate, and a forget gate. These gates are responsible for retaining
necessary sequence patterns and eliminating unnecessary ones. In contrast, the BiGRU
has a simpler structure, comprising only two gating mechanisms: the update gate and the
reset gate. This simpler structure allows the BiGRU to process information faster, use
fewer resources, and effectively capture past and future information.
Connectionist temporal classification (CTC). The CTC encoder or the CTC loss func-

tion is proposed to identify the potential alignment path that represents the optimal
output sequence of the text output [15,16]. The likelihood of a specific alignment path
occurring at each time step within the given path is computed. Consequently, to calcu-
late the alignment path, the CTC loss function uses two inputs, the matrix of output
probabilities from the RCNN network and the corresponding ground truth text. Hence,
the potential alignment paths are categorized into accurate sequence text output.
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2.2. Language model. A language model is a method used to determine the output
probabilities of sequence patterns of characters or words occurring in text sentences. Many
language models have recently been proposed in natural language processing (NLP) for
spelling correction, machine translation, and chatbots. Some well-known techniques in-
clude permutation-based learning, discrete learning techniques, and bidirectional encoder
representation from transformers (BERT) [17-19].

Sequence-to-Sequence. We integrated the sequence-to-sequence (Seq2Seq) language mo-
del proposed by Sutskever et al. [20] with the vision model. This research aims to correct
spelling errors in the text generated from the vision model. In the Seq2Seq model, the
LSTM maps sequence patterns to a fixed-dimension vector. Hence, an extra LSTM block
decodes the sequence patterns. To do this, a beam search decoder was proposed to consider
every word in the corpus to generate the best text output.

In the encoder, the variables x1, x2, and x3 represent the input sequence to the Seq2Seq
model. These variables are the individual tokens (characters) from the text sequence de-
coded by the CTC decoder from the vision model. For example, if the text sequence is
“60 YEAR OLO”, x1, x2, and x3 correspond to the tokens “Y”, “E”, and “A”, respec-
tively. Meanwhile, h1 and h2 are the hidden states in the Seq2Seq model. The hidden
states capture the context and dependencies of the sequence. Furthermore, y1, y2, and
y3 represent the output sequence generated by the model. The decoder uses the context
vector produced by the encoder to generate these output tokens.

3. Experimental Setup and Results.

3.1. Multi-language video subtitle dataset. Multi-language videos contained Eng-
lish, Thai, Arabic numerals, and Thai numerals, collected from the subtitles of the pub-
lished videos on social media platforms such as Facebook and YouTube [1]. The total
numbers of characters were 157 characters, consisting of 44 Thai consonants, 19 Thai
vowels, 4 Thai tone marks, 3 Thai punctuation marks, 10 Thai numbers, 10 Arabic num-
bers, 26 Roman letters, 26 Roman capital letters, and 15 special signs. The challenge of
the multi-language video subtitle dataset is that the dataset consists of texts with varying
font styles, sizes, and lengths. The subtitle images are shown in different colors, with some
having a single color and others having multiple colors. The text in the subtitle image can
include contrast text with a complex background, or blurred text. Some texts have edge
characteristics, such as narrow and wide borders and surface textures. Furthermore, text
images have varying distances between characters, some characters with equal spacing
and others with no gaps. In this study, we explored a subset of the described dataset
(886 subtitle images with text content consisting of English letters, Arabic numerals, and
special symbols). Sample images of the dataset used are shown in Figure 2.

3.2. Experimental setup. We implemented the framework of the fusion convolutional
recurrent neural network (CRNN) and language model based on the TensorFlow deep
learning framework. Consequently, all the experiments were trained and evaluated us-
ing the Google Colab platform. Further, we implemented the fusion CRNN architecture
based on Gonwirat et al. [5], which used the VGG-s2 and ResNet-s2 architectures. Our
experiments involved adjusting the RNN networks, using both long short-term memory
(LSTM) and gated recurrent unit (GRU), and adjusting the sizes of the RNN to either
128 or 256 using the equation of 2n. In addition, the probabilities were decoded into text
output using a connectionist temporal classification (CTC) encoder. In this research, the
fusion CRNN models were fine-tuned using the following hyperparameters: optimizer =
Adam, batch size = 32, epoch = 100. We trained the fusion CRNN with 100 epochs on the
multi-language video subtitle dataset comprising 886 subtitle images. Hence, the subset
was split into three sets with a ratio of 70 : 10 : 20.
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(a)

(b)

Figure 2. An illustration of the subset of the multi-language video subtitle
dataset that contains (a) English letters and (b) Arabic numerals and special
symbols

3.3. Evaluation metrics. We use the character error rate (CER) value to evaluate the
proposed framework. The CER value was calculated by dividing the sum of insertions (I),
substitutions (S), and deletions (D) by the total number of characters (N). The equation
expressing the CER value is expressed as CER = (I + S +D)/N .

3.4. Experiments on CRNN network and sequence-to-sequence language mod-
el. In this experiment, we compared two text recognition networks: Fusion-CRNN and
Fusion-CRNN+Seq2Seq, in which the Seq2Seq is the sequence-to-sequence language mod-
el. First, we use a combination of two CNN architectures: VGG-s2 and ResNet-s2, in the
Fusion-CRNN model based on the Fusion-CRNN model proposed by Gonwirat et al. [5].
Second, we experimented on the RNN network using two RNN types: LSTM and GRU,
with sizes of 128 and 256, respectively. Consequently, we evaluated the effectiveness of
the Fusion-CRNN and Fusion-CRNN+Seq2Seq networks by measuring the CER value.
The comparative results on the subset of the multi-language video subtitle dataset of the
text recognition networks are presented in Table 1.

Table 1. The comparison results of the fusion CRNN network and
sequence-to-sequence language model

Fusion CRNN network
and language model

Two RNN
layers

Training
time (Min.)

CER value (↓)
of RNN sizes

RNN size
128 256 128 256

Fusion-CRNN BiLSTM 08:31 15:32 1.90 1.94
Fusion-CRNN+Seq2Seq BiLSTM 08:33 15:35 1.44 1.49

Fusion-CRNN BiGRU 09:03 16:01 1.86 1.66
Fusion-CRNN+Seq2Seq BiGRU 09:04 16:02 1.36 1.22

∗Note that we applied the CTC algorithm after the Fusion-CRNN network to decoding
the text.

As shown in Table 1, we analyzed the CRNN network by examining the fusion of VGG-
s2 and ResNet-s2 using the additional operation. The experimental results showed that
the Fusion-CRNN+Seq2Seq network performed better than only using the Fusion-CRNN
network for text recognition. Furthermore, the GRU network outperformed the LSTM
network in both the Fusion-CRNN and Fusion-CRNN+Seq2Seq models. Specifically, the
Fusion-CRNN+Seq2Seq model utilizing a GRU layer consisting of 256 nodes gained the
lowest error rate and achieved a CER value of 1.22. In comparison, the GRU layer com-
posed of 128 nodes achieved a CER value of 1.36. Furthermore, we compared the training
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Figure 3. The accurate recognition that achieved a CER value of 0 on the
example text images

Table 2. The performance of the Fusion-CRNN and Fusion-CRNN+
Seq2Seq models using the CTC decoder in terms of the CER value

# Input images and labels
Text recognition models and CER values (↓)

Fusion-CRNN CER
Fusion-CRNN

+Seq2Seq
CER

1 Label: BUT I’M SWEET
FOR YOU

BUT I’M SWEET
FOR YOU 16

1.25 But I’M SWEET
FOR YOU 6

1.17

2 Label: WHEN LIFE WAS
LONELY

WHEN LIFE WAS
LONELYIS1

2.06 WHEN LIFE WAS
LONELY?

1.12

3 Label: My love for you will
never change

‘My loe flor you wl
never ohange s

4.57 ‘My love for you
will never change’

0

4 Label: yeah when my world
is falling apart

yeah when my wod s
flalng apats

3.46 Yeah, when my world
is floating apart

3.00

5
Label: ONLY TO BURY
THEM UNDER THE
WEEPING WILLOW OF
SEPARATION

WN P PMU THEI
MNSE THE WhNG
WLGoN PF S
MNNiS!NS6

52.0
WN P. PMU THEI
MNSE THE WNG
WGN PF S

51.8

∗Note that we identified any incorrectly recognized text in highlighting light gray and underlining.

time of Fusion-CRNN to Fusion-CRNN+Seq2Seq. We discovered that the addition of the
language model did not cause a significant increase in training time. We demonstrated
that the proposed Fusion-CRNN+Seq2Seq model successfully achieved a CER value of 0,
indicating accurate recognition, as illustrated in Figure 3.

4. Conclusions. We propose a text recognition framework that fuses vision and lan-
guage models. The proposed method, a fusion-based convolutional recurrent neural net-
work (Fusion-CRNN), combines the vision model with a sequence-to-sequence language
model, referred to as Fusion-CRNN+Seq2Seq. This framework addresses the challenge of
recognizing text in natural scenes characterized by diverse font styles, colors, blurriness,
and distortions. The Fusion-CRNN+Seq2Seq framework is divided into two parts. In the
first part, the Fusion-CRNN fuses VGG-s2 and ResNet-s2 using an additional opera-
tion that enhances feature extraction performance, which is then transferred to the RNN
network to generate output probabilities. This study also investigated the impact of a
connectionist temporal classification (CTC) decoder for performing the classification to
produce the best text output. In the second part, the sequence-to-sequence (Seq2Seq)
language model is implemented to transform the sequence of text output generated by
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the CTC decoder into readable text. The Seq2Seq model comprises two networks, the en-
coder and decoder components, which are based on the long short-term memory (LSTM)
network. The Fusion-CRNN, which uses the gated recurrent unit (GRU), achieved a char-
acter error rate (CER) of 1.66. However, when the proposed Fusion-CRNN+Seq2Seq was
trained using the GRU network, the CER value improved to 1.22.
For future work, we plan to implement a 3D-CNN architecture to replace current

CNN architectures. The 3D-CNN model will enhance the extraction of sequential visual
features and recognize text images more effectively. Our plan also includes incorporating
visual attention mechanisms [21] and transformer architectures [7]. We will use the word
error rate (WER) for evaluating the text recognition framework. Additionally, we are con-
sidering implementing other language models, such as few-shot learning with generative
pretrained transformers (GPT-3) [22] and XLNet for language understanding [23].
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